Accounting for context in studies of health inequalities: a review and comparison of analytic approaches
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ABSTRACT

Background: A common epidemiologic objective is to evaluate the contribution of residential context to individual-level disparities by race or socioeconomic position.

Purpose: We reviewed analytic strategies to account for the total (observed and unobserved factors) contribution of environmental context to health inequalities, including conventional fixed effects (FE) and hybrid FE implemented within a random effects (RE) or a marginal model.

Methods: To illustrate results and limitations of the various analytic approaches of accounting for the total contextual component of health disparities, we used data on births nested within neighborhoods as an applied example of evaluating neighborhood confounding of racial disparities in gestational age at birth, including both a continuous and a binary outcome.

Results: Ordinary and RE models provided disparity estimates that can be substantially biased in the presence of neighborhood confounding. Both FE and hybrid FE models can account for cluster level confounding and provide disparity estimates unconfounded by neighborhood, with the latter having greater flexibility in allowing estimation of neighborhood-level effects and intercept/slope variability when implemented in a RE specification.

Conclusions: Given the range of models that can be implemented in a hybrid approach and the frequent goal of accounting for contextual confounding, this approach should be used more often.

Introduction

Accounting for the contribution of residential context to health inequalities is an increasingly common goal of epidemiologists. This goal derives from the recognition that place plays an important role in influencing population health, coupled with the extent of residential segregation by race and class in the United States and other countries. Investigators sometimes seek to address the confounding that results from the imbalance of an individual-level factor across contexts in the design of a study, for example by selecting subjects in only balanced neighborhoods [1] or through balanced or stratified selection of each race group across a variety of neighborhoods as in a frequency matched design. However, the selection of only balanced neighborhoods may restrict generalizability and does not provide estimates of the crude disparity that are necessary to quantify the magnitude of confounding. Although the matched approach could provide an estimate of the crude disparity if sampling fractions were known, design-based approaches are not an option for secondary data analyses.

In the analytic phase of population-based studies, specific measured contextual factors can be evaluated in multilevel or generalized estimating equation (GEE) models that appropriately account for the nonindependence of observations within a contextual unit. Propensity score methods also can be used to account for observed contextual factors and may provide greater model parsimony and the opportunity to check for covariate balance [2,3]. Unfortunately, not everything that affects an outcome is known and reliably measured. For example, racially segregated neighborhoods may be different in many ways (e.g., environmental pollution, crime, access/quality of health care, walkability, food environment) irrespective of neighborhood socioeconomic status [4–6], which is often the only measured contextual characteristic, or at least a crude proxy for integral features. Although it is important to assess all theoretically relevant factors, it may not always be feasible, and residual disparities may therefore be falsely attributed to other domains unless unobserved contextual differences also have been controlled. Thus, the total or overall contribution of contextual factors to individual-level
disparities should be evaluated and compared with the contribution of specific contextual factors that are observed.

Statistical methods that account for the total contribution of contextual factors essentially form matched contrasts within contextual units and are generally referred to as “fixed effects” (FE) models [7–9]. For example, contrasting or stratifying individuals according to neighborhoods provides complete control for contextual confounding because all group-level characteristics are the same within a given neighborhood. This is the same logic as matching in case-control studies, in which contrasts are conditioned on the matched set. Fixed-area or within-area contrasts can be achieved through a number of common model specifications, including a special form of the random effects (RE) model [10,11]. Although these techniques have been reviewed elsewhere for nonspatial clusters (e.g., patients within health care sites, siblings within families) [12–16], they are still surprisingly infrequent in epidemiologic studies of neighborhoods or other geographic clusters [17–22]. We therefore aim to provide a review of these techniques that can be used to control analytically for contextual confounding with the aid of an applied example of evaluating neighborhood confounding of racial disparities in gestational age at birth, including both a continuous and binary outcome. We compare and contrast the various options, address some potential misconceptions, and provide recommendations.

A review of analytic methods with an applied example

To illustrate and describe the various analytic approaches of accounting for the total contextual component of health disparities, we use the example objective of determining the neighborhood (census block group) contribution to black-white racial disparities in continuously measured gestational age and a dichotomous measure of preterm birth (PTB, <37 weeks) using 1999–2001 birth certificate data for Durham and Wake Counties, North Carolina. The goal is to quantify the contribution of neighborhood inequalities (i.e., residential segregation) to racial disparities in these birth outcomes by comparing unadjusted disparities with those from analytic approaches that control for neighborhood-level confounding through within-neighborhood inference. The hypothetical experiment to control for neighborhood confounding would involve randomizing women of both races to live across the neighborhood distribution of neighborhoods. However, neighborhood randomization can often fail because of selective nonparticipation or noncompliance, which cast doubts on both external and internal validity and would then require analyses that treat the data as observational [23]. Of course, the observational approaches reviewed here are also prone to self-selection because choice of neighborhood is dependent on many factors including income. For simplicity in this illustrative example, we ignore selection effects but have recently published an empirical examination of this research question with control for observable characteristics related to neighborhood selection using one of the approaches detailed herein [24]. Table 1 provides the model specifications for all models discussed below and Table 2 provides accompanying Stata and SAS code to fit these models.

Baseline model of crude disparity

A general baseline estimate of unadjusted racial disparities without respect to context can be obtained through conventional ordinary least squares linear regression for continuous gestational age or maximum likelihood unconditional logistic regression for PTB. Model 1 of Table 1 shows the specification for the continuous outcome, where Yi is the gestational age in weeks for a birth to mother i in neighborhood j, RACExij is the individual-level exposure of interest, a binary indicator for race (black = 1, white = 0), and the error terms for both cluster (ε2j) and individual within cluster (ε1ij) will be subsumed within the same undifferentiated term with mean zero and homoskedastic variance due to the single level specification. One can use cluster-robust SEs in single-level regression models to account for the nonindependence of observations within clusters [9]. The degree of neighborhood confounding depends on the magnitudes of associations between neighborhood and outcome, and between neighborhood and RACEij.

Accounting for context: obtaining the average within-neighborhood effect

FE models

Models with FE for neighborhoods can be considered a gold standard for complete control of neighborhood-level attributes when one is examining the effect of an individual-level exposure. In this approach, each neighborhood typically receives a fixed intercept or effect by adding k−1 indicator (i.e., “dummy”) variables for the k neighborhoods [7–9,17,18,20]. This captures all neighborhood characteristics related to the outcome, whether observed or unobserved, that are distinct from race (Model 2). All inference on model parameters, such as the estimated coefficient for the race term, is within-neighborhood and purged of neighborhood-level confounding because there is no longer any residual between-neighborhood error that could be correlated with covariates (i.e., ε2j in Model 1 is eliminated, having been replaced by the fixed neighborhood intercepts γj in Model 2a). Only neighborhoods with variation in the exposure variable (e.g., births to both black and white women), will inform the within-neighborhood FE estimate, and results will be generalizable to the population living in neighborhoods with births to both races (97% in our example). The FE estimate that removes confounding by neighborhood would not be identifiable in the case of complete segregation since there would be no within-neighborhood variation in race and therefore complete correlation between race and neighborhood [25]. Complete control for unmeasured confounding in observational data seems almost too good to be true, and indeed, there are potential costs and limitations to the FE approach. One is that the effects of factors at the neighborhood level cannot be estimated, because all neighborhood variability has been accounted for and comparisons are strictly within-neighborhood. By extension, variability across neighborhoods in the effect of a factor (i.e., slope variability or cross-level interactions) cannot be examined. Another limitation is that some inefficiency may result if there is little within-cluster variation in the exposure or if the number of clusters is large relative to the number of observations (i.e., small cluster size) because each additional term in the model requires a degree of freedom. However, there is no minimum requirement for the number of clusters or average cluster size beyond two [9].

In the continuous outcome case, an alternative approach to account for neighborhood FE(s) is to subtract the neighborhood mean from the outcome and covariates (Model 2b). This requires adjustment for the degrees of freedom needed to estimate each cluster mean, however, so ultimately the results are identical to the use of dummy variables [7]. In a nonlinear model, the dummy variable approach can also produce upwardly biased estimates when many clusters have few observations, known as the “incidental parameters problem” [7–9,15]. The use of conditional likelihoods as is done in matched case-control studies produces the within-cluster effect estimate without explicitly estimating a separate coefficient for each cluster. Nonetheless, efficiency may still be compromised because clusters with non-varying outcomes—all 0 or 1—will be dropped.
Table 1
Model specifications assessing racial disparities in a continuous outcome

<table>
<thead>
<tr>
<th>Model no.</th>
<th>Type</th>
<th>Equation</th>
<th>Inference and distinguishing features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Conventional single-level</td>
<td>( Y_{ij} = \beta_0 + \beta_1 \text{Race}<em>{ij} + \epsilon</em>{ij} + \epsilon_{ij} )</td>
<td>Individual-level racial disparity, adjusted for any other covariates that may be in the model</td>
</tr>
<tr>
<td>2a</td>
<td>FE: dummy variable</td>
<td>( Y_{ij} = \beta_0 + \beta_1 \text{Race}<em>{ij} + \sum</em>{k=1}^{K} \gamma_k \text{Neighborhood}<em>{ij} + \epsilon</em>{ij} )</td>
<td>Within-neighborhood individual-level racial disparity (i.e., adjusted for neighborhood differences/segregation) and the between-neighborhood ecological effect of race (context + composition) Possible to estimate neighborhood-level covariate effects Models variability in the outcome across neighborhoods</td>
</tr>
<tr>
<td>2b</td>
<td>FE: conditional (&quot;de-meaned&quot;)</td>
<td>( Y_{ij} = \overline{Y}<em>{ij} - \beta_0 + \beta_1(\text{Race}</em>{ij} - \overline{\text{Race}}<em>{ij}) + \epsilon</em>{ij} )</td>
<td>Within-neighborhood individual-level racial disparity (i.e., adjusted for neighborhood differences/segregation) and the between-neighborhood ecological effect of race (context + composition) Possible to estimate neighborhood-level covariate effects Models variability in the outcome across neighborhoods</td>
</tr>
<tr>
<td>3a</td>
<td>RE: intercept</td>
<td>( Y_{ij} = \beta_0 + \beta_1 \text{Race}<em>{ij} + \epsilon</em>{ij} )</td>
<td>Individual-level racial disparity, generally confounded by neighborhood when segregation is present Possible to estimate neighborhood-level covariate effects Models variability in the outcome across neighborhoods</td>
</tr>
<tr>
<td>3b</td>
<td>RE: intercept + slope</td>
<td>( Y_{ij} = \beta_0 + \beta_1 \text{Race}<em>{ij} + \epsilon</em>{ij} )</td>
<td>Individual-level racial disparity, generally confounded by neighborhood when segregation is present Possible to estimate neighborhood-level covariate effects Models variability in the outcome and racial disparity across neighborhoods</td>
</tr>
<tr>
<td>4a</td>
<td>Hybrid FE: cluster-mean centering</td>
<td>( Y_{ij} = \beta_0 + \beta_1 \text{Race}<em>{ij} + \epsilon</em>{ij} )</td>
<td>Within-neighborhood individual-level racial disparity (i.e., adjusted for neighborhood differences/segregation) and the between-neighborhood ecological effect of race (context + composition) Possible to estimate neighborhood-level covariate effects Models variability in the outcome across neighborhoods</td>
</tr>
<tr>
<td>4b</td>
<td>Hybrid FE: cluster-mean centering + cluster-mean adjustment</td>
<td>( Y_{ij} = \beta_0 + \beta_1 \text{Race}<em>{ij} + \epsilon</em>{ij} )</td>
<td>Within-neighborhood individual-level racial disparity (i.e., adjusted for neighborhood differences/segregation) and the between-neighborhood ecological effect of race (context + composition) Possible to estimate neighborhood-level covariate effects Models variability in the outcome across neighborhoods</td>
</tr>
<tr>
<td>4c</td>
<td>Hybrid FE: cluster-mean adjustment</td>
<td>( Y_{ij} = \beta_0 + \beta_1 \text{Race}<em>{ij} + \epsilon</em>{ij} )</td>
<td>Within-neighborhood individual-level racial disparity (i.e., adjusted for neighborhood differences/segregation) and the contextual effect of neighborhood racial composition Possible to estimate neighborhood-level covariate effects Models variability in the outcome across neighborhoods</td>
</tr>
</tbody>
</table>

\( b \) = between neighborhood; \( FE \) = fixed effects; \( i \) = individual; \( j \) = neighborhood; \( OLS \) = ordinary least squares; \( RE \), random effects; \( w \) = within neighborhood.

\* Shown in a random effects (intercept) specification but marginal models are also applicable.

from the analysis and only those clusters with discordant exposures and outcomes will inform the effect estimates [16].

RE models
The RE model can be considered a reduced form of the FE model that requires more assumptions and may trade bias for efficiency [7]. RE models provide neighborhood-specific or within-neighborhood inference by incorporating a random normal distribution of neighborhood intercepts \( \mu_0 \sim N(0, \tau_0^2) \) around a cluster mean (\( \gamma_0 \)) so the black—white contrast (\( \beta_1 \)) is conditioned on a random neighborhood intercept (Model 3a) [9,26,27]. However, neighborhood RE models only account for the association between cluster and outcome and not the association between exposure and cluster as in the neighborhood FE specification. Thus, a valid estimation of the exposure effect is dependent on the assumption that the exposure is not conditionally correlated with the neighborhood random intercepts, i.e., that \( \text{cov} (\text{Race}_{ij}, \mu_0) = 0 \). This assumption is necessarily violated when there is contextual confounding of race and neighborhood as the result of residential segregation. Yet, because the neighborhood variability is not explicitly removed, RE models carry several important benefits, including the ability to examine the effects of neighborhood factors, partition the variance at individual and neighborhood levels, and also evaluate random slopes or neighborhood variability in the coefficients of individual-level variables (e.g., whether racial disparities vary across neighborhoods, Model 3b).

Hybrid fixed effects models
An alternative method of removing the neighborhood-level confounding of the race effect within a RE or marginal model is to incorporate the between-cluster variation associated with race, which can be captured by the neighborhood mean of race (\( \text{Race}_{ij} \), or % black at neighborhood level) [9,12–16,28,29]. A convenient property of the cluster-mean exposure is that it accounts for the between-cluster variation in exposure that produces cluster-level confounding. When this is controlled, the level 1 exposure parameter reflects the within-cluster effect that is purged of all cluster-level variation. In our example, we control for the racial composition between neighborhoods to estimate the race effect within-neighborhood that is unbiased by any factor jointly associated with race and neighborhood. The estimated coefficient represents the contrast between black and white residents, holding the level of segregation (% black) constant. Note that the cluster mean should refer to the mean of the variable in a given sample and not the mean from an external source (e.g., Census data) as the degree of cluster-level confounding is dependent on the imbalance in the dataset at hand. Although the mean is the most common function chosen in the applied literature, it has been noted that the neighborhood-level exposure could conceivably be related to the outcome through some other function, which if known could be superior to the mean [30]. In practice, however, the true data-generating function is seldom known with such specificity, and the...
mean is therefore considered to be a sensible and robust option for accounting for between-cluster variation related to an exposure as it derives from the de-meaned FE approach (Model 2b).

Models that incorporate a cluster-mean exposure variable have been termed “hybrid fixed effect models” because they can achieve the FE effect estimates in a RE or marginal specification without removing all between-cluster variation as is done in FE by entering dummy variables, cluster-mean centering the outcome and covariates (Model 3a) or using conditional likelihood [7]. As such, they are more flexible in terms of including other cluster-level covariates, as well as estimating variance components and allowing random slopes in the RE specification.

There are several ways to incorporate the cluster mean into a model. First, a covariate of interest can simply be cluster-mean centered (Model 4a, \( \text{Race}_{c} - \bar{\text{Race}}_{c} \)). However, without explicitly incorporating the cluster-mean as a parameter, this approach will not adjust other covariates (level 1 or level 2) for any confounding attributable to residential segregation. Including the cluster-mean variable itself as an additional covariate will provide estimates of both within and between cluster effects of the variable (Model 4b, \( \beta_{w} \)). When the individual-level (level 1) covariate is cluster-mean centered, the estimated cluster-mean (level 2) parameter will correspond to the total between-cluster (ecological or aggregate) effect (e.g., the difference between neighborhoods with more vs fewer black residents). Thus, this approach can be used to evaluate ecological and atomistic fallacies [31,32], which would be committed if the between and within cluster effects are not equal and both the individual and aggregate variables have not been included. By cluster-mean centering the individual-level covariate, however, the association between cluster and race is removed, so the cluster-level variable has been term. It derives from the de-meaned FE approach (Model 2b).

The table below provides Stata and SAS code for analytic models. The models are as follows:

<table>
<thead>
<tr>
<th>Model no.</th>
<th>Type</th>
<th>Stata code</th>
<th>SAS code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Conventional single-level with cluster-robust SEs</td>
<td><code>reg y_var race, vce(cluster_var)</code> <code>logit y_var race, vce(cluster_var)</code></td>
<td>proc surveyreg or surveylogistic; cluster_var; model y_var ~ race; run;</td>
</tr>
<tr>
<td>2a</td>
<td>FE: dummy variable</td>
<td><code>reg y_var race i.cluster_var</code> <code>logit y_var race i.cluster_var</code></td>
<td>proc surveyreg or surveylogistic; cluster_var; model y_var ~ race_cluster_var; run;</td>
</tr>
<tr>
<td>2b</td>
<td>FE: conditional (&quot;de-meaned&quot;)</td>
<td><code>xtreg y_var race, i(cluster_var) fe</code> <code>xtlogit y_var race, i(cluster_var) fe</code></td>
<td>proc glm; proc logistic; model y_var ~ race; strata_cluster_var; run;</td>
</tr>
<tr>
<td>3a</td>
<td>RE: intercept</td>
<td><code>xtreg y_var race, i(cluster_var) mle</code> <code>xlogit y_var race, i(cluster_var) re</code></td>
<td>proc glmixmethod~qquad; class cluster_var; model y_var ~ race/solution dist=(nor or bin) link=(id or logit); random intercept/subject=cluster_var; run;</td>
</tr>
<tr>
<td>3b</td>
<td>RE: intercept + slope</td>
<td>`xtmixed y_var race</td>
<td></td>
</tr>
<tr>
<td>4a</td>
<td>Hybrid FE: cluster-mean centering</td>
<td><code>egen race_cluster=mean(race), by(cluster_var)</code> <code>gen race_c=race_cluster</code> <code>xtreg y_var race_c, i(cluster_var) mle</code> <code>xlogit y_var race_c, i(cluster_var)</code></td>
<td>proc glmixmethod~qquad; class cluster_var; model y_var ~ race_c/solution dist=(nor or bin) link=(id or logit); random intercept/subject=cluster_var; run;</td>
</tr>
<tr>
<td>4b</td>
<td>Hybrid FE: cluster-mean centering + cluster-mean adjustment</td>
<td><code>egen race_cluster=mean(race), by(cluster_var)</code> <code>gen race_c=race_cluster</code> <code>xtreg y_var race_c, i(cluster_var) mle</code> <code>xlogit y_var race_c, i(cluster_var)</code></td>
<td>proc glmixmethod~qquad; class cluster_var; model y_var ~ race_c cluster/solution dist=(nor or bin) link=(id or logit); random intercept/subject=cluster_var; run;</td>
</tr>
<tr>
<td>4c</td>
<td>Hybrid FE: cluster-mean adjustment</td>
<td><code>egen race_cluster=mean(race), by(cluster_var)</code> <code>xtreg y_var race race_cluster, i(cluster_var) mle</code> <code>xlogit y_var race race_cluster, i(cluster_var)</code></td>
<td>proc glmixmethod~qquad; class cluster_var; model y_var ~ race_cluster/solution dist=(nor or bin) link=(id or logit); random intercept/subject=cluster_var; run;</td>
</tr>
</tbody>
</table>

FE = fixed effects; RE = random effects.
Model comparisons for gestational age in weeks

hood-specific result of the noncollapsibility of odds ratios across neighborhoods [34]. In the logistic case, the GEE model will generally produce effect estimates consistent with a RE model for linear model forms [34]. In the logistic case, the GEE model will generally produce effect estimates consistent with a RE model for linear model forms [34]. Noncollapsibility of some measures such as the odds ratio refers to the nonequivalence between the average neighborhood-specific exposure effect versus the average individual exposure effect across total population [25,36]. The magnitude of the discrepancy depends on the variability in the outcome across clusters; if there is a large degree of variability or high intraclass correlation (ICC), the coefficients from GEE models will be substantially smaller than those from RE models. Some authors have argued in favor of the GEE model given that the RE specification requires unverifiable assumptions on the distribution of an unobserved variable [36]. With cross-sectional data, the cluster-specific interpretation of between-cluster effect estimates in random effects models also relies on nonidentifiable comparisons because changes in a contextual variable within a given cluster have not been measured.

Evaluating results of various approaches with an applied example

In this data example from two North Carolina counties, all singleton births to non-Hispanic black and white women were evaluated and only those with geocodable addresses and complete birth weight, gestational age, and demographic information (96.3%) were included in analyses (n = 31,489). There were a total of 390 neighborhoods represented with an average of ~80 births per neighborhood. Only 9.5% of the neighborhoods were completely segregated with only black or white births, corresponding to 3.4% of the study population. More than 85% of the population lived in neighborhoods with at least five births to women of each race, which suggests some generalizable support for within-neighborhood inference.

The degree of residential segregation or clustering of race within neighborhood is moderate with an ICC of 0.56. This implies roughly equal variation in race between as within neighborhoods. Thus, if an adverse neighborhood characteristic is associated with segregation, there will be positive confounding or an inflation of disparities attributable to contextual factors.

The results of unadjusted single-level models indicated that Black women deliver infants an average of 4.2 days earlier than white women and the odds of delivering before 37 weeks are about twice that of white women (Tables 3 and 4). The results of RE models, which account for unobserved heterogeneity in the outcome across neighborhoods by assuming no correlation between race and the random intercepts, are virtually identical to conventional regression models. This could indicate one of two things: 1) there is little contextual confounding or 2) there is contextual confounding present that violated the assumption of independence between race and the RE. Because the gold standard FE results are substantially different from the conventional and RE models, there is clear evidence of contextual confounding. For continuous gestational age, the FE race coefficient is approximately 22% lower than the conventional or RE race coefficient. As expected, there is no difference between the dummy variable and the de-meaned approaches (subtraction of neighborhood means for predictor and outcome). For PTB, the FE odds ratio (OR) for race is approximately 40% lower than the OR from conventional or RE models (i.e., (2.0 – 1.6)/(2.0 – 1.0) = 0.4)).

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Model comparisons for gestational age in weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>β (Race) (SE)</td>
</tr>
<tr>
<td>Single-level Unadjusted*</td>
<td>31489</td>
</tr>
<tr>
<td>Random intercept</td>
<td>31489</td>
</tr>
<tr>
<td>Random slope</td>
<td>31489</td>
</tr>
<tr>
<td>GEE (exchangeable)</td>
<td>31489</td>
</tr>
<tr>
<td>Fixed effects</td>
<td></td>
</tr>
<tr>
<td>Dummy variable</td>
<td>31489</td>
</tr>
<tr>
<td>Conditional (“demeaned”)</td>
<td>31489</td>
</tr>
<tr>
<td>Hybrid fixed effects</td>
<td></td>
</tr>
<tr>
<td>Cluster-mean centering</td>
<td></td>
</tr>
<tr>
<td>Random intercept</td>
<td>31489</td>
</tr>
<tr>
<td>Random slope</td>
<td>31489</td>
</tr>
<tr>
<td>GEE (exchangeable)</td>
<td>31489</td>
</tr>
<tr>
<td>Conventional OLS regression*</td>
<td>31489</td>
</tr>
<tr>
<td>Cluster-mean centering</td>
<td>+ cluster-mean adjustment</td>
</tr>
<tr>
<td>Random intercept</td>
<td>31489</td>
</tr>
<tr>
<td>Random slope</td>
<td>31489</td>
</tr>
<tr>
<td>GEE (exchangeable)</td>
<td>31489</td>
</tr>
<tr>
<td>Conventional OLS regression*</td>
<td>31489</td>
</tr>
<tr>
<td>Cluster-mean adjustment</td>
<td></td>
</tr>
<tr>
<td>Random intercept</td>
<td>31489</td>
</tr>
<tr>
<td>Random slope</td>
<td>31489</td>
</tr>
<tr>
<td>GEE (exchangeable)</td>
<td>31489</td>
</tr>
<tr>
<td>Conventional OLS regression*</td>
<td>31489</td>
</tr>
</tbody>
</table>

β = between; c = contextual; GEE = generalized estimating equation; OLS = ordinary least squares; σ = standard deviation of individual-level error; SE = standard error; t0 = standard deviation of the random intercepts; t1 = standard deviation of the random slopes; w = within.

* Cluster-robust standard errors.

† bw refers to cluster-specific or within-neighborhood effect of race.

‡ β refers to the between-neighborhood or ecological effect of race (cluster-mean coefficient); β = βw + βc.

§ βc refers to the contextual effect of race (cluster-mean coefficient); βc = β − βw.

approach is slightly biased upward due to the “incidental parameters” problem. Also, 332 observations were dropped due to uniform outcomes (all preterm or all term) within neighborhoods, so odds ratios could not be estimated due to division by zero.

All three hybrid FE options (centering, centering with cluster-mean adjustment, cluster-mean adjustment) yielded disparity point estimates that were consistent with the conventional FE results. This is because they account for the correlation between race and the neighborhood intercept by incorporating the neighborhood mean of race either before or during model estimation. When the FE is obtained through cluster-mean centering, the level-2 variance increases compared to the original random intercept model are identical to a random intercept model with no predictors. The addition of a random slope changes model parameters slightly so point estimates for the racial disparity are somewhat different from random intercept-only models. Point estimates for the average cluster-specific intercept and slope may change depending on the assumed covariance structure between the random intercepts and slopes, which we assumed to be zero (default in Stata and SAS). The marginal or population-average models (GEE or conventional regression with cluster robust variance), also provide identical neighborhood FE estimates of racial disparities in these data where the ICC is quite low (<0.01%). The SEs were not meaningfully different between RE (hybrid) and conventional FE models, so efficiency may not be an important consideration when there is sufficient within-cluster variation and many observations per cluster (≈80 in this example). Among hybrid FE models, there was also little difference in SEs across RE, GEE, and conventional models with cluster-robust SEs.

Summary and recommendations

In this North Carolina data example, as in most of the United States, there was considerable residential segregation (neighborhood clustering by race) that contributed to substantial confounding of the impact of race on gestational age at delivery and PTB. This positive correlation between race and neighborhood-based health risk is a clear violation of the RE model assumption of no correlation between predictors and random intercepts, which leads to upward bias in multilevel or RE models. This bias was corrected by FE or hybrid FE approaches—both of which accounted for all neighborhood variation in both the outcome and exposure. Although
neighborhood variation in the outcomes was relatively small (ICC < 0.01%), neighborhoods still explained a substantial portion of the racial disparities. This finding supports previous warnings that large neighborhood effects are not contingent on a high level of neighborhood variation or ICC [20,37].

RE models produce effect estimates that are a weighted average of the within-cluster and between-cluster effects. When there are differences in within and between cluster effects (i.e., contextual confounding), the degree of bias in RE models is dependent on the cluster size and the between- and within-cluster variance of both outcome and exposure [9,16,38]. Even in the presence of contextual confounding, the RE estimate will be weighted toward the unconfounded within-cluster effect when 1) the cluster size is large, 2) the within-cluster variance of the outcome is small relative to the between-cluster variance (i.e., high ICC), or 3) the between-cluster variance in exposure is low. In our example and most neighborhood and health studies, ICC's are generally modest (<10%) and there is often substantial clustering of exposures so that only an extremely large cluster size could compensate to provide a valid within-neighborhood effect. Because it is generally not known a priori whether a particular sample size is adequate to compensate for cluster-level confounding under a given ICC, the conventional RE model should always be compared to a FE or hybrid FE specification.

We were able to locate only two examples in the literature where the RE model approximated the FE results in relation to health and social disparities and in both cases the average cluster size was quite large (10,000 to 2 million) [39,40].

Our results show that estimates comparable to conventional FE can be obtained through various hybrid strategies (cluster-mean centering and/or adjustment) and in various model types (RE, GEE, single-level regression). Compared with conventional FE, the hybrid approach allows estimation of neighborhood-level effects and may therefore be preferable when this is a goal. Among the models that implement the hybrid approach, the RE specification offers the most flexibility—capable of also estimating variance components and random slopes with a cluster-specific or conditional interpretation. GEE or cluster-adjusted conventional models are also attractive options if the marginal interpretation is satisfactory and variance components are not of interest. The marginal and conditional results are similar when the ICC is low as in our example. Among the hybrid approaches, we recommend the cluster-mean adjusted method (without centering) because it provides level 1 and level 2 effects adjusted for one another and valid variance components. This approach also adjusts other covariates for the neighborhood differences related to segregation. However, the addition of other level-2 covariates may be compromised with cluster-mean adjustment since other neighborhood covariates, like SES, may be too strongly correlated with racial composition to estimate unique effects [41]. This may necessitate separate models for each neighborhood covariate [24].

We also recommend comparing hybrid FE estimates to conventional FE models to ensure appropriate specification and valid estimates since it is not fail-proof; one or all of the variables in the model may require cluster-mean adjustment or centering and the cluster-mean must be derived from the sample, not from external estimates. Rabe-Hesketh et al. [9] advocate an approach of entering cluster-mean terms for all level-1 covariates in which the within and between-effects differ significantly at the 5% level, to ensure that level-1 estimates are comparable to FE estimates. It should be noted that there may be bias in level 1 effect estimates in both FE and hybrid FE models if important individual-level confounders are omitted (i.e., individual-level residuals are correlated with covariates) [42]. Similarly, there can be bias in specific contextual effect estimates in hybrid FE, RE, and GEE models if important covariates at either level are omitted.

Limitations and extensions

In our relatively simple example, we did not adjust for individual-level confounders that influence self-selection into neighborhoods, so our estimates of the neighborhood contribution to disparities (22% for gestational age and 40% for PTB) are upper bounds. Although it is difficult to account for the complex reciprocity between individual SES and neighborhoods in cross-sectional analyses, we attempted some adjustment for individual characteristics in a previously published empirical analysis [24]. We found that neighborhood SES was insufficient to account for all neighborhood differences related to segregation, suggesting the utility of the FE approach.

Although it is important to quantify the total contribution of neighborhoods to social disparities by race or class, this should not replace or deters efforts to measure and identify the actual neighborhood features that could be modified by interventions to reduce disparities and improve health. In fact, it would be most informative to compare specific neighborhood factors (e.g., crime, pollution, health care access/quality, etc) to the total neighborhood contribution to assess the relative priority for intervention to reduce disparities in a particular outcome.

We caution that comparable results among the different types of FE and hybrid FE models may not necessarily apply in other data sets with different ICCs and cluster sizes. For example, there may be more substantial gains in efficiency from a RE or hybrid FE model in cases with a large number of small clusters. And although the comparability of FE and hybrid FE results is generally robust, marginal logistic regression models yield effect estimates closer to the null with a discrepancy between marginal and cluster-specific estimates that rises with the ICC. However, predicted odds can readily be transformed to predicted probabilities, which can then be contrasted to form risk differences and risk ratios—collapsible measures that won't differ between marginal and cluster-specific specifications [43,44]. Working with contrasts of probabilities rather than contrasts of odds is especially advantageous in the situation of a common outcome in which the odds ratio overestimates the relative risk [45].

For survey-based data, there is not yet a consensus with respect to the handling of probability weights in multilevel models [46–48]. Some recent work examining logistic models of complex survey data concluded that the fully FE approach in a weighted ordinary logistic regression with cluster dummies or conditional logistic regression with scaled weights may be superior in cases of strong or moderate sampling bias [49,50]. The hybrid FE method in a RE model with original or scaled weights performed well only under the condition of weak or no sampling bias. Sampling bias can be evaluated by comparing weighted and unweighted estimates [48].

Finally, there is increasing awareness that we need to account for contextual inequalities throughout the life-course to fully explain racial disparities. These models would have to be extended to incorporate neighborhood-level FE with duration and/or timing of exposure controlled with interaction terms. To incorporate cluster by time/age interactions conventional FE models may be simpler, but future methodological developments could allow for cluster means to be calculated at particular time/age points or averaged across multiple time/age points in a hybrid approach.

Conclusions

In summary, we note that conventional and RE models can yield substantially biased effect estimates in the presence of confounding by neighborhood. FE and hybrid FE models can guarantee resolution of cluster level confounding, with the latter having greater
flexibility in estimating level 2 effects and intercept/slope variability. Given the range of models that can be implemented in a hybrid approach (conventional, GEE, RE) and the frequent goal of accounting for contextual confounding, this approach should be used more often.
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